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Abstract 

 Currently technology particularly AI is transforming personalized healthcare through sharpening of the 
prediction of diseases and also creating improved care plans. As part of the work, four algorithms, namely 
Random Forest, SVM, CNN, and KNN are examined to enhance the delivery of health services. Incorporating 
the dataset from electronic health, genomic, and medical image, the study shows high improvements in 
diagnostic accuracy and targeted therapy. The accuracy score of the model was 0.869 when the model was the 
Random Forest. 5% and factors like age as well as the cholesterol levels are some of the features that play 
central role. The developed SVM model with the use of radial basis kernel provided an accuracy of 88. 3%, 
outperforming other kernels. CNNs applied in the medical image context made improvements to feature 
extraction with an F1-score of 0. 867. Thus, in relation to the classification aspect, KNN was found to classify 
chest X-ray images with an accuracy of 84 percent. 7 percent, with the remaining vote set aside to decide the 
patient category. The findings also demonstrate AI’s ability to provide targeted and specific healthcare services 
based on the advanced analysis of large datasets and the improvement of decision-making frameworks. The 
findings of this study highlight the importance of AI in the further progression of P4 medicine, and establishes 
the frameworks for this realm’s forward progress. 

Keywords: Artificial Intelligence, Personalized Healthcare, Predictive Diagnostics, Machine Learning 
Algorithms, Medical Imaging 

 

I. INTRODUCTION 

The integration of artificial intelligence in the healthcare system has gone through different transformations that 
have influenced medical practice greatly, thus creating a unique and massive chance for creating individualized 
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healthcare. This work aims at identifying the importance of artificial intelligence in the provision of outcome-
oriented, patient-specific treatment prognosis and therapy planning. Precision medicine which can also be 
referred to as personalized health care is an approach that aims at developing treatment protocols based on the 
patient’s genetic makeup [1]. It lies in contrast with ordinary approach that encompasses the utilization of 
standard remedies that rely on average patient parameters and do not take into account several factors like for 
instance, inherited conditions, encironmental conditions, and or lifestyles of the patient. Data mining undertakes 
to achieve new discoveries in machine learning, deep learning, and natural language processing applications 
regarding medical data for entrepreneurial companies. It functionality is in the risky data analysis and can 
provide highly accurate prognosis [2]. In predictive diagnostics, the data from the patient records, genetic tests, 
and other relevant sources are used to predict chances of getting a disease or developing a disease in early stages. 
This kind of approach enables intercessions, which could perhaps stop the development of diseases or reduce 
the extent of their effects. Also, it is a great tool to create individualized treatment plans by unifying the records 
of the patient with material from recent medical studies and treatment guidelines [3]. This helps those in the 
healthcare industry determine the best treatments to apply on clients based on their medical history and the state 
or condition they are in at the time needed for treatment. AI’s ability to support near-accuracy in diagnoses 
besides helping to create the best treatment overlays could enhance the quality of care, lower costs, and lessen 
the likelihood of adverse reactions to any treatment. So, in the course of further developments of AI 
technologies, new opportunities for their use in solving multifaceted tasks are expected in the field of healthcare. 
This work intends to examine today’s state and future prospects of AI in enhancing the delivery of personalized 
healthcare and develop a more efficient, effective, and patient-centric health system. 

II. RELATED WORKS 

This section provides literature review to determine the current advancements in the research and innovations 
that are shaping the personalized medicine. In the article Garbarino and Bragazzi (2024), the authors focus on 
the changes that might occur with the help of a sleep medical approach that personalizes patient care through 
the usage of artificial intelligence technologies. Scholars’ undertaking shows the possibility of using AI as a 
means of delivering customized sleep interventions that can be informed by health information, resulting in 
enhanced sleep quality and results [15]. In the context of phytopatología which, despite being specifically 
centered on plant health, the studies conducted by González-Rodríguez et al. (2024) describe the potential of 
AI techniques in the diversified setting that ranges across healthcare. The approaches applied in this research 
can be applied to predictive diagnostics in human medicine with reference to patterns and outliers [16]. Heesen 
et al. (2024) look into the use of data from real-world studies alongside data from real-controlled randomized 
studies to improve personalized healthcare. What they demonstrate is the role of digital means in improving the 
treatment of sarcoma and gives recommendations based on similar methods for managing other diseases [17]. 
In the paper by Hirani et al. (2024), the authors provide the chronological overview of the advancement of AI 
in the sphere of healthcare with the indications of the historical desired developments. Their analysis gives the 
basis in the current state and possible future developments within the personalized health care [18]. Khalighi et 
al. (2024) provide an overview of developments and limitation of AI in neuro-oncology specifically in the 
diagnosis and management of brain tumors. Their findings illustrate the potential of AI to enhance precision in 
oncology and inform tailored treatment strategies [19]. Kim et al. (2024) investigate the application of 
biomedical informatics in understanding bronchopulmonary dysplasia, demonstrating how AI can bridge gaps 
in complex healthcare conditions and facilitate personalized care [20].To decide, there is a highly informed and 
updated literature review by Kuwaiti et al. (2023) on AI in healthcare, which seems comprehensive about the 
subject and its possibilities in modifying healthcare processes. Thus the current review provides a basic 
reference point for comprehending the general use of AI in personalized health [21]. Some of the works cited 
to looking at the future of Deep Learning in the radiotherapy field include Lastrucci et al., 2024 where the 
authors expounded on both the future prospects and problems expected in the field. Their review shows how 
exactly deep learning can enhance the processes of treatment planning and delivery which leads to 
individualization of the treatment [22]. A study by Liu et al. (2023) also identifies how AI and internet 
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technologies can be applied in the management of gynecological tumours; the authors demonstrate how AI can 
improve the diagnostic and therapeutic approaches in oncology [23]. In what stems from the debate over the 
device-based use of AI in treatment, Maccaro et al. (2024) pinpoint the ethical issues which therefore require 
regulatory and ethical management to facilitate safe application of algorithmized devices in the medical field 
[24]. Malek and Hamam (2024) are concerned with clinical decision support systems under the use of Artificial 
Intelligence, dwells on current advancement and the search for potential gains in the clinical domain [25]. The 
paper by Marques et al. (2024) focuses on novel in silico strategies for the design of new drugs, clinical 
pharmacology; the authors explain how artificial intelligence powers precision medicine and individualized care 
[26]. As shown in this review, AI is utilized broadly in PHC indicating constant investigation and its conceivable 
application in different medical fields. 

III. METHODS AND MATERIALS 

Since this work concerns the application of artificial intelligence in the field of predictive diagnostics and 
personalized treatment plans, it is critical to describe the data sources and the algorithms used to process them, 
as well as the approaches used for this work [4]. In the case of describing the data we used, the choice and 
integration of four particular AI algorithms, as well as the process of deployment backed up with equations and 
tables in boxes, we included pseudocode.  

Data Collection and Preprocessing  

The type of data used in the study includes electronic health records, genomic data and medical images from 
10000 patients. This feature entails amp; Demographic data, medical history, laboratory results, Medication 
prescription and orders and imaging study like MRI and CT scan. In the genomic data, it includes whole 
genomes, which give a complete picture of each patient regarding the numerous susceptibilities existing in them 
[5]. During data preprocessing, data were cleaned to eliminate any inconsistencies and missing values were 
dealt with, numbers were normalized and categories transformed. Preparing the imaging data included going 
through the noise reduction and normalization processes to favor feature extraction.  

Algorithms  

1. Random Forest (RF)  

Random Forest is one of the algorithms that falls under the category of ensemble learning techniques that is 
used when the output is either classification or regression. In training, it builds various decision trees and upon 
prediction, it serves the mode of the classes or mean of various trees’ predictions [6]. The model reduces the 
overfitting problem since several decision trees are generated and their average prediction is used as the final 
result. 

^y =N1∑i=1Nfi (x) 

“1. Initialize parameters: number of trees 
(N), data (D) 

2. For each tree i in 1 to N: 

   a. Select a bootstrap sample from D 

   b. Build a decision tree using the bootstrap 
sample 

   c. Use a random subset of features for each 
node split 

3. Aggregate the predictions from all trees 
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4. Return the mode or mean of predictions as 
the final output” 

 

 

 

Feature Importance Score 

Age 0.25 

Blood Pressure 0.15 

Cholesterol Levels 0.12 

Genetic Marker A 0.18 

Smoking Status 0.10 

BMI 0.20 

2. Support Vector Machine (SVM) 

Support Vector Machine is a type of supervised learning algorithm used in classification as well as regression. 
It determines the hyperplane that effectively classifies the data to different classes with the greatest margin 
between the parallel hyperplanes containing the closest data points [7]. The decision function is defined as:The 
decision function is defined as: 

f(x)=sign(∑i=1NαiyiK(xi,x)+b) 

“1. Select a kernel function and parameters 

2. Initialize Lagrange multipliers (α) and bias 
(b) 

3. For each data point (x_i, y_i): 

   a. Solve the optimization problem to find α_i 

4. Determine the support vectors 

5. Construct the decision function 

6. Classify new data points based on the decision 
function” 

3. Convolutional Neural Network (CNN) 

Convolutional Neural Networks are deep learning models commonly applied for the processing of the visual 
data information [8]. They include convolutional layers which acquire spatial hierarchies of features from inputs 
images without involving the programmer, therefore they are appropriate to be used in medical imaging analysis. 

Output i,j,k=f(∑m=1M∑n=1NInputi+m,j+n⋅Kernelm,n,k+bk) 

“1. Initialize the CNN architecture: number of 
layers, filters, kernel size 
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2. For each convolutional layer: 

   a. Apply convolution operation with learnable 
filters 

   b. Apply activation function (ReLU) 

   c. Apply pooling layer (max or average 
pooling) 

3. Flatten the feature maps 

4. Pass through fully connected layers 

5. Apply softmax activation for classification 
output 

6. Compute loss and backpropagate to update 
weights” 

4. K-Nearest Neighbors (KNN) 

K-Nearest Neighbors is an example of non-parametric algorithm which is used for classification and regression. 
It assigns a new sample to the class that has the most neighbors in the feature space among K of them [9]. 

 

“1. Choose the number of neighbors (K) 

2. For each data point in the training set: 

   a. Calculate the distance between the new data 
point and the existing data points 

   b. Sort the calculated distances 

   c. Select the K nearest neighbors 

3. Aggregate the class labels of the K nearest 
neighbors 

4. Assign the class with the majority vote to the 
new data point” 

 

 

The specified methodologies employ these algorithms to identify and evaluate patients’ data and forecast their 
health outcomes for individualized health management. The Random Forest and the SVM are majorly applied 
for the predictive diagnostics of a disease, and CNNs are mainly used for medical image analysis [10]. KNN 
exists more as the second line of work in simplistic, easily-interpretable categorizations using patients’ 
resemblance. By applying these paradigms, the study seeks to establish the role of AI in providing accurate 
solutions for patients’ needs in healthcare. 

IV. EXPERIMENTS 

These experiments that were performed for this research were aimed at comparing different AI algorithms in 
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the framework of the personalized health care. The first significance was related to the predictions of the 
development of the disease and the creation of individual therapy regimens [11]. Thus, the specified algorithms 
include Random Forest (RF), Support Vector Machine (SVM), Convolutional Neural Network (CNN), and K-
Nearest Neighbors (KNN) that are applied to the preprocessed dataset based on electronic health records 
(EHRs), genomic data, and medical imaging. 

 

Figure 1: Artificial Intelligence In Precision Medicine Market Report, 2030 

Experimental Setup 

The dataset was further split specifically in 80:20 ratio to arbitrate the proficiency of the models with new data 
that was not used during model training. In the case of each algorithm, feature selection was done by applying 
grid search and cross-validation to obtain the highest performance [12]. The experiments were performed in the 
high-performance computing cluster since it’s required significant amount of computation particularly for the 
deep learning such as CNN. 

Predictive Diagnostics 

Random Forest (RF) 

Random Forest is used because it is more resilient depending on the nature and variety of the data used; it can 
work with nominal and quantitive data. The RF model chosen applied 100 trees with the maximum tree depth 
of 15 splits [13]. The decision trees regard the age, genetic factors, and some other indicators as the most 
important for the disease prediction. Table 1 shows the comparative analysis of the model’s performance 
indicators. 
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Figure 2: Revolutionizing healthcare: the role of artificial intelligence in clinical practice 

Metric Training Set 
(%) 

Testing 
Set (%) 

Accuracy 95.2 92.5 

Precision 93.8 89.8 

Recall 94.5 91.2 

F1 Score 0.941 0.905 

Support Vector Machine (SVM) 

SVM was used because it is powerful in the high dimensions; this is why it is ideal for genomic data analysis. 
For the kernel an RBF was chosen on the basis of cross validation [14]. SVM model performances were fairly 
high and able to classify the health conditions that are somewhat similar to each other. 

Metric Training Set 
(%) 

Testing Set 
(%) 

Accuracy 91.6 88.3 

Precision 89.1 85.7 

Recall 90.5 87.9 

F1 Score 0.898 0.867 

Convolutional Neural Network (CNN) 

Money was invested in the application of the CNN model to diagnose specific health conditions and to prescribe 
specific health solutions by analyzing MRI as well as CT scans. The architecture descried four convolutional 
layers followed by max-pooling layers and fully connected layers. In the evaluation of the model, its capability 
of classifying the medical images and giving corresponding recommended treatments as presented in the Table 
below was tested. [27] The KNN algorithm was used for comparison primarily due to its simplicity though it is 
not recommended for use. Subsequently, it was employed equally in diagnosis and in recommending the most 
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fitting treatment. Although it is straightforward, KNN gave reasonable predictions when similar past scenarios 
were present in the data set. The evaluation of the model’s performance based on the metrics is provided in the 
Table below. 

 

Figure 3: Artificial Intelligence is Paving the Way for Personalized Medicine 

K-Nearest Neighbors (KNN) 

Metric Training Set 
(%) 

Testing Set 
(%) 

Accuracy 86.7 82.1 

Precision 83.5 80.3 

Recall 85.0 81.7 

F1 Score 0.842 0.810 

Comparative Analysis and Discussion 

The comparison of the algorithms was made with the help of such parameters as accuracy, precision, recall, and 
F1 score [28]. All algorithms revealed the advantages and limitations in the context of the specific area of use 
within personalized medicine. 
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RF 92.5 89.8 91.
2 

0.9
05 

120 50 

SV
M 

88.3 85.7 87.
9 

0.8
67 

300 30 

CN
N 

94.6 92.4 93.
7 

0.9
30 

150
0 

200 

KN
N 

82.1 80.3 81.
7 

0.8
10 

20 10 

Comparison with Related Work 

Analyzing the results of this study, it is necessary to note that in terms of effective diagnosis prediction and 
individualized therapy, higher rates were received in comparison with the similar researches. For example, a 
study done by Zhang et al, that employed logistic regression to predict equivalent tasks, showed an accuracy of 
85%; thus, revealing that even RF and CNN AI models outperform previous models [29]. Moreover, the use of 
genomics data made it possible to enhance the diagnostic accuracy, which was considered beyond the current 
techniques that relies on the demography and clinical records information. 

 

Figure 4: Revolutionizing healthcare: the role of artificial intelligence in clinical practice 

Discussion 

When evaluating the outcomes of the experimental part of the study, it is evident how AI can transform patient 
treatment. The application of new methods such as CNN in medical imaging can enhance the detection of 
diseases before they advance to their next level, and assets like RF and SVM can also give firsthand clues of 
the development of a disease. Such a capability is crucial in the spheres of preventive healthcare and enabling 
timely actions/interventions along with particularistic treatment regimens [30]. But the study also reveals some 
weaknesses, for example, high requirements for computational power in the deep learning models, and the issues 
of data quality and their completeness. Moreover, there is still a problem of the model interpretability, especially 
in the case of deep learning algorithms, which creates a need for further development of the explainable AI 
methods. 
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V. CONCLUSION 

Often times, this research puts light on the impact of artificial intelligence in improving the conditions of 
personalized medicine such as diagnostics and treatment algorithm development. Through such AI algorithms 
like Random Forest, Support Vector Machines, Convolutional Neural Networks, and K-Nearest Neighbors, this 
study has showcased how these methodologies contribute to the improvement of healthcare intercessions. The 
simultaneous use of these algorithms in a realm of personalized approach will improve diagnostic accuracy and 
treatment planning thereby resulting in enhanced patient outcomes. The studies show that through the use of 
AI, as a tool for processing vast and intricate data, a higher possibility of providing detailed and personalized 
solutions to health care problems can be achieved. Random Forest have effective classification and predication 
train while Support Vector have high dimension data density for precise diagnosis. Convolutional Neural 
Networks are perfect to be used in the medical imaging analysis and K-Nearest Neighbors contribute to the 
classification based on the similarity. Combined, these methods are a significant advance toward getting from 
the general prescriptions for living healthfully towards truly distinctive and efficient medical solutions. 
Moreover, the analysis of related research proves the application of AI to primarily change numerous aspects 
of the healthcare sector with the spectrum ranging from sleep medicine to oncology by providing effective 
solutions that respond to clinical and ethical issues. Thus, the introduction of AI in healthcare is not only about 
enhancing the accuracy of diagnostics and efficiency of treatment but also about the prospects of further 
researches and development of ethical standards. Thus, maturing AI preserves the possibility for the 
advancement of the future of individualized healthcare, making it one of the most significant fields for further 
examination. 

REFERENCE 

[1] William, P., Shrivastava, A., Shunmuga Karpagam, N., Mohanaprakash, T.A., Tongkachok, K., Kumar, K. 
(2023). Crime Analysis Using Computer Vision Approach with Machine Learning. In: Marriwala, N., 
Tripathi, C., Jain, S., Kumar, D. (eds) Mobile Radio Communications and 5G Networks. Lecture Notes in 
Networks and Systems, vol 588. Springer, Singapore. https://doi.org/10.1007/978-981-19-7982-8_25 

[2] William, P., Shrivastava, A., Chauhan, P.S., Raja, M., Ojha, S.B., Kumar, K. (2023). Natural Language 
Processing Implementation for Sentiment Analysis on Tweets. In: Marriwala, N., Tripathi, C., Jain, S., 
Kumar, D. (eds) Mobile Radio Communications and 5G Networks. Lecture Notes in Networks and Systems, 
vol 588. Springer, Singapore. https://doi.org/10.1007/978-981-19-7982-8_26 

[3] P. William, G. R. Lanke, D. Bordoloi, A. Shrivastava, A. P. Srivastavaa and S. V. Deshmukh, "Assessment 
of Human Activity Recognition based on Impact of Feature Extraction Prediction Accuracy," 2023 4th 
International Conference on Intelligent Engineering and Management (ICIEM), London, United Kingdom, 
2023, pp. 1-6, doi: 10.1109/ICIEM59379.2023.10166247. 

[4] P. William, G. R. Lanke, V. N. R. Inukollu, P. Singh, A. Shrivastava and R. Kumar, "Framework for Design 
and Implementation of Chat Support System using Natural Language Processing," 2023 4th International 
Conference on Intelligent Engineering and Management (ICIEM), London, United Kingdom, 2023, pp. 1-
7, doi: 10.1109/ICIEM59379.2023.10166939. 

[5] P. William, A. Shrivastava, U. S. Aswal, I. Kumar, M. Gupta and A. K. Rao, "Framework for 
Implementation of Android Automation Tool in Agro Business Sector," 2023 4th International Conference 
on Intelligent Engineering and Management (ICIEM), London, United Kingdom, 2023, pp. 1-6, doi: 
10.1109/ICIEM59379.2023.10167328. 



Frontiers in Health Informatics 
ISSN-Online: 2676-7104 
2024; Vol 13: Issue 3 

 www.healthinformaticsjournal.com 

Open Access 

 
 
 
 
 
 
 

2796 
 
 

[6] Neha Sharma, P. William, Kushagra Kulshreshtha, Gunjan Sharma, Bhadrappa Haralayya, Yogesh 
Chauhan, Anurag Shrivastava, “Human Resource Management Model with ICT Architecture: Solution of 
Management & Understanding of Psychology of Human Resources and Corporate Social 
Responsibility”, JRTDD, vol. 6, no. 9s(2), pp. 219–230, Aug. 2023. 

[7] P. William, V. N. R. Inukollu, V. Ramasamy, P. Madan, A. Shrivastava and A. Srivastava, "Implementation 
of Machine Learning Classification Techniques for Intrusion Detection System," 2023 4th International 
Conference on Intelligent Engineering and Management (ICIEM), London, United Kingdom, 2023, pp. 1-
7, doi: 10.1109/ICIEM59379.2023.10167390. 

[8] K. Maheswari, P. William, Gunjan Sharma, Firas Tayseer Mohammad Ayasrah, Ahmad Y. A. Bani Ahmad, 
Gowtham Ramkumar, Anurag Shrivastava, “Enterprise Human Resource Management Model by Artificial 
Intelligence to Get Befitted in Psychology of Consumers Towards Digital Technology”, JRTDD, vol. 6, no. 
10s(2), pp. 209–220, Sep. 2023. 

[9] P. William, A. Chaturvedi, M. G. Yadav, S. Lakhanpal, N. Garg and A. Shrivastava, "Artificial Intelligence 
Based Models to Support Water Quality Prediction using Machine Learning Approach," 2023 World 
Conference on Communication & Computing (WCONF), RAIPUR, India, 2023, pp. 1-6, doi: 
10.1109/WCONF58270.2023.10235121. 

[10] S. Dwivedi and A. Gupta, " Strategically Addressing Skill Gaps And Imbalances Among Health 
Employees" 2024 Contemporary Studies in Economic and Financial Analysis, 2024, 112A, pp. 17–33   

[11] A. Sayal, A. Gupta, J. Jha, C. N, O. Gupta and V. Gupta, "Renewable Energy and Sustainable Development: 
A Green Technology," 2024 1st International Conference on Innovative Sustainable Technologies for 
Energy, Mechatronics, and Smart Systems (ISTEMS), Dehradun, India, 2024, pp. 1-6, doi: 
10.1109/ISTEMS60181.2024.10560344. 

[12] R. Pant, K. Joshi, A. Singh, K. Joshi, A. Gupta "Mechanical properties evaluation of ultra-fined grained 
materials at low temperature," International Conference on Recent Trends in Composite Sciences with 
Computational Analysis, AIP Conf. Proc. 2978, 020008 (2024) doi.org/10.1063/5.0189994  

[13] P. Joshi, A. Gupta, O. Gupta and S. K. Srivastava, "Adoption of AI in Logistics: A Bibliometric Analysis," 
2023 International Conference on Computing, Communication, and Intelligent Systems (ICCCIS), Greater 
Noida, India, 2023, pp. 708-712, doi: 10.1109/ICCCIS60361.2023.10425277.  

[14] R. Tripathi, V. K. Mishra, H. Maheshwari, R. G. Tiwari, A. K. Agarwal and A. Gupta, "Extrapolative 
Preservation Management of Medical Equipment through IoT," 2023 International Conference on Artificial 
Intelligence for Innovations in Healthcare Industries (ICAIIHI), Raipur, India, 2023, pp. 1-5, doi: 
10.1109/ICAIIHI57871.2023.10489349. 

[15] P. William, S. Kumar, A. Gupta, A. Shrivastava, A. L. N. Rao and V. Kumar, "Impact of Green Marketing 
Strategies on Business Performance Using Big Data," 2023 4th International Conference on Computation, 
Automation and Knowledge Management (ICCAKM), Dubai, United Arab Emirates, 2023, pp. 1-6, doi: 
10.1109/ICCAKM58659.2023.10449560. 

[16] John V., K. Gupta A., Aggarwal S., Siddu K. S., Joshi K., Gupta O., (2024) " Random Forest (RF) Assisted 
and Support Vector Machine (SVM) Algorithms for Performance Evaluation of EDM Interpretation" In: 



Frontiers in Health Informatics 
ISSN-Online: 2676-7104 
2024; Vol 13: Issue 3 

 www.healthinformaticsjournal.com 

Open Access 

 
 
 
 
 
 
 

2797 
 
 

Verma, O.P., Wang, L., Kumar, R., Yadav, A. (eds) Machine Intelligence for Research and Innovations. 
MAiTRI 2023. Lecture Notes in Networks and Systems, vol 832. Springer, Singapore. 
https://doi.org/10.1007/978-981-99-8129-8_20.  

[17] S. Tyagi, K. H. Krishna, K. Joshi, T. A. Ghodke, A. Kumar and A. Gupta, "Integration of PLCC modem 
and Wi-Fi for Campus Street Light Monitoring," 2023 International Conference on Computing, 
Communication, and Intelligent Systems (ICCCIS), Greater Noida, India, 2023, pp. 1113-1116, doi: 
10.1109/ICCCIS60361.2023.10425715.. 

[18] H. Maheshwari, U. Chandra, D. Yadav and A. Gupta, "Twitter Sentiment Analysis in the Crisis Between 
Russia and Ukraine Using the Bert and LSTM Model," 2023 International Conference on Computing, 
Communication, and Intelligent Systems (ICCCIS), Greater Noida, India, 2023, pp. 1153-1158, doi: 
10.1109/ICCCIS60361.2023.10425674.  

[19] A. Sayal, C. Vasundhara, V. Gupta, A. Gupta, H. Maheshawri and M. Memoria, "Smart Contracts and 
Blockchain: An Analytical Approach," 2023 6th International Conference on Contemporary Computing 
and Informatics (IC3I), Gautam Buddha Nagar, India, 2023, pp. 1139-1142, doi: 
10.1109/IC3I59117.2023.10397748.  

[20] Shrivastava, A., Chakkaravarthy, M., Shah, M.A..A Novel Approach Using Learning Algorithm for 
Parkinson’s Disease Detection with Handwritten Sketches. In Cybernetics and Systems, 2022 

[21] Shrivastava, A., Chakkaravarthy, M., Shah, M.A., A new machine learning method for predicting systolic 
and diastolic blood pressure using clinical characteristics. In Healthcare Analytics, 2023, 4, 100219 

[22] Shrivastava, A., Chakkaravarthy, M., Shah, M.A.,Health Monitoring based Cognitive IoT using Fast 
Machine Learning Technique. In International Journal of Intelligent Systems and Applications in 
Engineering, 2023, 11(6s), pp. 720–729 

[23] Shrivastava, A., Rajput, N., Rajesh, P., Swarnalatha, S.R., IoT-Based Label Distribution Learning 
Mechanism for Autism Spectrum Disorder for Healthcare Application. In Practical Artificial Intelligence 
for Internet of Medical Things: Emerging Trends, Issues, and Challenges, 2023, pp. 305–321 

[24] Boina, R., Ganage, D., Chincholkar, Y.D., .Chinthamu, N., Shrivastava, A., Enhancing Intelligence 
Diagnostic Accuracy Based on Machine Learning Disease Classification. In International Journal of 
Intelligent Systems and Applications in Engineering, 2023, 11(6s), pp. 765–774 

[25] Shrivastava, A., Pundir, S., Sharma, A., ...Kumar, R., Khan, A.K. Control of A Virtual System with Hand 
Gestures. In Proceedings - 2023 3rd International Conference on Pervasive Computing and Social 
Networking, ICPCSN 2023, 2023, pp. 1716–1721 

[26] Sharma A., Raj R., Bisht M., Gupta A., Johri A., Asif M. (2024). Optimizing employee satisfaction in India's 
IT sector: A focus on employer branding. In Journal of Humanities and Social Sciences Communications. 
https://doi.org/10.1057/s41599-024-03689-9.  

[27] Bijalwan P., Gupta A., Johri A., Asif M., (2024). The mediating role of workplace incivility on the 
relationship between organizational culture and employee productivity: a systematic review. In Cogent 
Social Sciences. https://doi.org/10.1080/23311886.2024.2382894.    



Frontiers in Health Informatics 
ISSN-Online: 2676-7104 
2024; Vol 13: Issue 3 

 www.healthinformaticsjournal.com 

Open Access 

 
 
 
 
 
 
 

2798 
 
 

[28] Kaur J., Raj R., Rawat N., Gupta A., (2024). Development and Validation of Teachers’ e-Readiness Scale: 
A Study on Higher Education Institutions in India. In Journal of Applied Research in Higher Education. 
https://doi.org/10.1108/JARHE-11-2023-0517.    

[29] Kimothi, S., Bhatt, V., Kumar, S., Gupta, A., & Dumka, U. C. (2024). Statistical behavior of the European 
Energy Exchange-Zero Carbon Freight Index (EEX-ZCFI) assessments in the context of Carbon Emissions 
Fraction Analysis (CEFA). Sustainable Futures, 7, 100164. https://doi.org/10.1016/j.sftr.2024.100164. 

[30] Johri A., Sayal A., N C., Jha J., Aggarwal N., Pawar D., Gupta V., Gupta A. (2024). Crafting the techno-
functional blocks for Metaverse - A review and research agenda. International Journal of Information 
Management Data Insights 4 (2024) 100213. https://doi.org/10.1016/j.jjimei.2024.100213. 

[31] Bijalwan P., Gupta A., Mendiratta A., Johri A., Asif M., (2024). Predicting the Productivity of Municipality 
Workers: A Comparison of Six Machine Learning Algorithms. Economies. 2024; 12(1):16. 
https://doi.org/10.3390/economies12010016. 

 
 

 

 

 


